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ABSTRACT

In this paper, a real-time system that utilizes
proposed.Computers are widely used in all fi

ture recognition in the static
form, using artificial neural netwd ith high accuracy (98%) and is
promising.In this paper, project il

operate them. This
and compares thgi

se advanced Human Computer Interaction (HCI) techniques to
provide a more con user-friendly interface for controlling presentation displays, such as
slideshow. Compared with traditional mouse and keyboard control, the
presentation experiene€ is significantly improved with these techniques. Hand gesture has wide-
ranging applications[1]. In this study, we apply it to an interactive presentation system to create an
easy-to-understand interaction interface.Gesture recognition is the process of recognizing and
interpreting a stream of continuous sequential gesture from the given set of input data. Gestures are
non-verbal information which is used to make computers understand human language and develop a
user friendly human computer interface. Human gestures are perceived through vision and this
paper aims to use computer vision to analyze different sets of gestures using human fingers and
interpret them in order to control the system.
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Vision based gesture recognition techniques are of major interest in the field of research. People can
interact with the system in a device-free manner and this property of vision based hand gestures
make them user friendly. The hand gestures must be identified in any environment .i.e. under
varying illumination conditions. The image or video acquired as input may be noisy or may reduce
the performance by recognizing surrounding as hand region. The acquired data is subjected to
segmentation and processed further to make it fit for approximation with the gestures (data) stored
in the database. The other means of detecting hand gestures involves usage of markers or gloves to
identify the hand gestures [2], [3], [4]. Some acquire the hand gestures using two cameras to obtain
the 3D view of the hand and from the 3D model of the hand and themmmesiures are recognized [5].
ata and makes use of

, [7] and [8] involves

movement of hand which makes gesture reco
transform techniques but they use database to recogn
complex.

This paper suggests two technid

manner without any markers or g

connected to the computer. Then

Sign language is a that employs signs made by moving the hands combined with facial
expressions and postur@”of the body. It is one of several communication options used by people
who are deaf or hard-0f-hearing. Gesture language identification is one of the areas being explored
to help the deaf integrate into the community and has high applicability. Researchers use
specialized equipment such as gloves or recognition techniques based on image processing through
cameras and computers. Most image processing solutions are based on two main methods: rules and
machine learning. In this paper, we propose a new method in the field of machine learning that can
generalize hand gestures, and can be applied beyond the limit of usual hand gesture identification in
the future using an artificial neural network and where the main contribution is in the feature
extraction.
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input from segmentation of gesture recognition slide show control
web cam hand region

sAiown in Fig 1. The user
jeeegfS then
illuminated M order to
&t has skin colour. The
resolution of the webcam is kept at 640 i ity Qiiee0. In real world
scenario the background may be made u q
deo obtained through
odel because the regions
which belong to skin can be
segmentation are applied. The hue and saturatio e between 0.4 to 0.6 and 0.1 to
0.9
Respectively
0.4<H<0.6 and 0.

The regions with in ge of (1) aRg detected as skin and applying the above rule results in a

is the'region of interest. The recognition of the gestures depends
on for both circular profiling method and distance transform is
the same. But
two hands.

Capture the input: TE first step is to capture the live Video stream from the camera. Camera has
no infrared filter thus making it perfect to capture images which even during low light conditions.
The color markers are identified and the video is converted into picture frames for gesture
recognition.

Segmentation of hand: The user makes the hand gestures by positioning the hand parallel to the
webcam. The video is then processed to extract the hand region. The surrounding must be properly
illuminated in order to minimize the error and the background should not contain any element that
has skin color. The resolution of the webcam is kept at 640 x 480 pixels for better quality of video.
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Gesture Recognition:

Gesture recognition is a topic in computer science and language technology with the goal of
interpretinghuman gestures via mathematical algorithms. Gestures can originate from any bodily
motion or state but commonly originate from the face or hand. Current focuses in the field include
emotion recognition from the face and hand gesture recognition. Many approaches have been made
using cameras and computer vision algorithms to interpret sign language. However, the
identification and recognition of posture, gait, proxemics, and human behaviors is also the subject
of gesture recognition techniques.

Gesture recognition can be seen as a way for computers to € erstand human body
language, thus building a richer bridge between machine primitive text user
interfaces or even GUIs (graphical user interfaces), wiic ajority of input to
keyboard and mouse. Gesture recognition enables hu

screens redundant. Gesture recognition caff be
image processing

GESTURE DETECTIO

The system begins by analysing tR

computation time. rences [13, 14] noise reduction is done by using the antialiasing filters.
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Capture the mput

'

Creation of
resized wmdows

v

Color space conversion

(BGR to HSV)

v

Image preprocessing with
identifying the x-y co-ordmates

v

Gesture Recognition

ates are calculated using pixel co-ordinate system where
d py=0 corresponding to the top-left corner of the window. For
the color markers and the corresponding x-y co-ordinates are

efficient in computat
PROPOSED METHOD

Block diagram

Gesture language identification is one of the areas being explored to help the deaf integrate into the
community and has high applicability. Researchers use specialized equipment such as gloves or
recognition techniques based on image processing through cameras and computers. Most image
processing solutions are based on two main methods: rules and machine learning. In this paper, we

propose a new method in the field of machine learning that can generalize hand gestures, and can be
27
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applied beyond the limit of usual hand gesture identification in the future using an artificial neural
network and where the main contribution is in the feature extraction.

TRAIN MODEL

FEATURE CONCAT
DATABASE [~} EXTRACTION :> FEATURE
HOG LABELLING

~z

CLASSIFIER

oriented gradient) it is a des
detection.
In this there are four database as ft

3 For 64*128 image, the image into 16*16 block
4 Each block should cefisist of 2*2 cell with size 8
This HOG Feature extraction and concatenated database for feature will control the model
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RECOGNITION MODEL

FEATURE
TEST IMAGE — EXTRACTION CLASSIFIER
HOG

Ly

PREDICT
GESTURE

Fig 4Block Diagram of Recognition Modg

In this test image which is classify by train model which is
HOG model. This given train model predict gesture means

FLOW OF BLOCK DIAGRAM

1 Detectpalm part (pre-processing)
- Segmentation using skin detection
- Morphological Operation

2 Extract Feature from Detected Region.

edict label (gesture recognition)

tech accuracy

The following will p e main steps in ourmethod.

A. Input Dataand T

Data can be an image or a sequence of images (video), taken by a single camera toward the human
hand. However, some systems use two or more cameras to get more information about the hand
pose. The advantage is that the system can recognize the gesture even if the hand obscured forone
camera because the other cameras will capture the scene from different angles. A different system
was presented with the camera mounted on a hat to take the area in front of the wearer. The obvious
advantage of this system is the camera position is always appropriate if people move or turn around.
In general, the following stages of the identification process will be less complex if the image is
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taken with a simple background and the contrast is high with the hand. So pictures are usually taken
in a homogeneous background environment, and limit shadows in the obtained image.

B. Pre-Processing

These are the necessary steps to get the complete hand picture from the original frame. Hand
detection: To identify the hand gesture, the first needed step is detecting the hand from the input
frame. Two commonly used techniques are backgroundSubtraction and skin color filter. In the
proposed solution, we use the second method. Proposed by Fleck and Forsyth in [16], human skin
color is composed by two poles of color: red (blood) and yellow (melanln) with medium saturation.
Fleck also found that skin color has a low amplitude structure. Thessksii, color characteristics are
essential information and can be used in hand tracking algorithg Filter is proposed as
follows: each pixel (RGB) is converted into log-componenidi@ d by [17] using the
following formulas:

is a nonlinear digital filtering technique, often used to remove
noise. Such ion i al pre-processing step to improve the results of later processing
(for example, [ image). Median filtering is very widely used in digital image
processing becaus r cegtain conditions, it preserves edges while removing noise.
D Remove the arm
We skip the parts notg€lated to the hand; this is an important step in the identification process.
When we remove these components, the problem near - away of the camera is removed, and the
resulting image is the hand. This not only affects the accuracy but also affects the processing speed
- an important factor in real-time applications. First, the image is resized by the object bounding box
size. To get the region around the hand, we determine the position of the wrist and cut to separate
the hand and arm.
The wrist detection algorithm is proposed as follows.
- Step 1: mi is defined as object’s width at row

mixpixel (object) Crowi
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- Step 2: calculate m for the last row
- Step 3: calculate new m value for the line above
- Step 4: if m does not increase, go to step 3 else, crop image at the previous line

.-»E”-»w-»ﬂ

Fig 5 locate the wrist and separ

E Train Network and Recognition

We designed a Multiple Layer Perceptron network th
of neurons corresponding to the size of feature ve
trial-and—error method; and output layer has 10

SYSTEM FLOW CHART

TAKE FEATURE
VECTOR
DATABASE

v

ASSIGN LABEL
OF CLASS

¥

TRAIN KNN
CLASSIFIER

v

TAKE TEST HOG |y TRAINED
IMAGE FEATURE MODEL

PREDICATED
GESTURE
CLASS
v
CONTROL PPT
PREDICATED
GESTURE

' Fig 6 Flowchart for Train test algorithm

As the Fig 6 show the Train test algorithm is the system in which the database image will detect the
palm such as it will detect the skin segmentation using skin detection.
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FETCH FOLDER OF GESTURE
DATABASE

¥

FETCH IMAGE FROM FOLDER

¥

EXTRACT HOG FEATURE FROM
IMAGE

¥

CONCATENETED FEATURE OF
DATABASE

SAVE CONCATENETED ARRAY
ASFEATURE VECTOR DATABASE

Fig 7 Flo xtrac re from database

We have taken databasgson hand gesture challenge. All this image are of size 250*350 are in JPEG
format. Thus this are some date base images as above.

RESULT FOR EXPERIMENTATION

No of Finger count | Functions
gesture
Gesture One finger PPT control-
One Next slide
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Gesture Two finger PPT control-
Two Jump to 2™
slide

Gesture Four finger PPT control-
Three Previous slide
Gesture Good sign Slide show
Four

CONCLUSION

This paper deals with two algorithms in order to recognize i€ gand also comparestheir
Afati i gontrol

hercompared to that of
ansform method and the

sing both hands and this is not

possible in circular profiling met@io8 be extended to control real time
applications like VLC media play
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